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Abstract—Over the past decade, a new style of software
development, termed open source software (OSS) has emerged
and has originated large, mature, stable, and widely used
software projects. As software continues to grow in size and
complexity, so do development teams. Consequently, coordination
and communication within these teams play larger roles in
productivity and software quality. My dissertation focuses on the
relationships between developers in large open source projects
and how software affects and is affected by these relationships.
Fortunately, source code repository histories, mailing list archives,
and bug databases from OSS projects contain latent data from
which we can reconstruct a rich view of a project over time and
analyze these sociotechnical relationships. We present methods
of obtaining and analyzing this data as well as the results of
empirical studies whose goal is to answer questions that can
help stakeholders understand and make decisions about their
own teams. We answer questions such as “Do large OSS project
really have a disorganized bazaar-like structure?” “What is the
relationship between social and development behavior in OSS?”
“How does one progress from a project newcomer to a full-fledged,
core developer?” and others in an attempt to understand how
large, successful OSS projects work and also to contrast them
with projects in commercial settings.

I. INTRODUCTION

Open source is a popular and growing method of devel-
opment that has produced software that rivals and in some
cases even exceeds the scale and quality of traditional software
projects. The last few years has even seen an embrace of
open source projects and methdologies by the commercial
world. But how do the large and successful open source
projects produce high quality artifacts outside the policies,
mandates, and management that accompany more traditional,
industrial development contexts? Development in the large is
a collaborative enterprise and if the success and impact of
work such as Peopleware [1] is any indication, the people and
the ways in which they work together play a large factor in
the success or demise of any sizable software project. Like
Conway [2] I believe that there is also a strong relationship
between the technical and social interactions that occur in any
software project. Understanding these are of importance in
determining how these projects work and avoiding failure in
the future.

My dissertation was primarily focused on studying large
(in terms of people and code) open source projects and the
interplay betweeen the processes that goes on in them. In this
paper, I summarize the techniques, analysis, and questions
that were introduced and at least partially answered during
my graduate work at U.C. Davis. I stress that while this work

comprised my dissertation, like most successful research, it
was performed in concert with many others who I am in debt to
and acknowledge in this paper (and note that I use the pronoun
“We” rather than “I” not by convention, but out of recognition
of those who this work could not have been done without).

We use communication and coordination data from mail-
ing lists, source code repository histories, and bug tracking
databases to characterize the relationship between participants
social and development behavior and examine the social
structure that exists in large OSS projects. For instance, we have
found that OSS projects do not typically follow a “bazaar”-like
organization and instead tend to organically organize into teams.
We examined the process by which OSS project newcomers
enter a community and identified the factors of importance
for an OSS participant migrating from a bystander to a full
fledged, core developer.

Quality (usually measured in defects of one kind or another)
is one of the most important aspects of any software project
and we therefore investigated the relationship between quality
and project coordination & organization. We showed that
collaboration history combined with technical relationships
(such as dependencies within software components) can be
used to predict which components of a system will be the
most failure prone with higher accuracy than previous methods.
We studied distributed development in both open source and
commercial projects, characterized the level of geographic
and organizational distribution, and examine the relationship
between distributed development and software quality in a
number of contexts, leading to a higher level, aggregate theory
of distribution and quality. And finally, We performed an
analysis of code ownership on the same three projects and
show how the relationship between ownership and quality is
affected by the development style used.

Taken together, these data-gathering methods and the em-
pirical studies that they enabled provide an understanding of
the collaboration processes at work in OSS (and in some
cases commercial) projects and also give researchers tools and
techniques that they can use to gather and analyze data to
answer their own related questions.

One possible misconception in studying open source software
is that it encompasses just one method or process for developing
software. In reality, the processes used and development
methodology in open source is as (or more) varied as software
projects in commercial contexts. However, there are categories
of project types and Berkus [3] discusses five types of project



organizations in OSS. In my dissertation, we made an effort
to cover different types of projects. For example Apache is
a foundation with a well-organized, hierarchical governance
structure and formalized policies. Postgres is a community,
more informal, with consensual group decision making and
Python is monarchist. Please see the original work for threats
to validity and contexts in which we believe the results may
or may not hold.

II. MINING OPEN SOURCE DATA

To study and perform emprirical analysis on OSS projects,
one first has to obtain data from these projects relative to the
questions that one hopes to answer.

Previous research exists that presents methods of gathering
historical development behavior from source code reposito-
ries [4] as well as issue tracking systems [5] and even linking
the data between them [6]. However, the dominant form of
coordination within OSS is email communication [7], [8].
In my dissertation, we developed techniques for gathering
collaborative behavior from mailing list archives and analyzing
this behavior in a number of ways.

A. Mining Email Social Networks
Most OSS projects archive their mailinglist interactions

because they provide a valuable resource to newcomer project
members as well as a historical reference for what decisions
were made and why. Fortunately, obtaining these archives and
parsing them is not difficult, and we were able to obtain these
for a number of prominent projects including Apache, Perl,
Python, Postgres, and Ant.

Mailinglist messages contain vital information in their
headers, including who sent the message, when it was sent,
and what message it is in response to. In addition, the content
of the message is the actual payload and is amenable to easy
lightweight analysis as well.

One non-trivial problem that crops up when analyzing mail-
inglists is the issue of email aliasing. Many developers use mul-
tiple email addresses (especially over a period of many years)
and for accurate analysis, we need to be able to attribute all mes-
sages sent by a participant to that one participant and not mul-
tiple personas. For example the developer Ian Holsman uses 7
different email aliases, including ian.holsman@cnet.com,
ianh@holsman.net, and ianh@apache.org. Some-
times aliases have very little relationships to developers: the
developer Ken Coar uses the name Rodent of unusual size
associated with email address ken.coar@golux.com.

We developed a clustering method based on email similarity
and email naming conventions to identify aliasing candi-
dates [9]. The results of this clustering still require manual post-
processing, but greatly reduces the amount of work required.

Once aliases have been removed, we determine who was
talking about what and who has responded to who. These
threads of messages between developers create social networks
of their communication activity. From this point, techniques
such as Social Network Analysis [10] provided valuable
information about individual developers’ roles in a project
community as well as the community as a whole that was used
in subsequent studies.

B. Mining Work Contributions
The content of the messages are just as important as the

message metadata. Project participants who do not have write
access to the source code can only contribute code in the
form of patches and even core developers often post patches
for review. Submitting a patch to a project mailinglist is
evidence of project expertise, an investment in time, and a
willingness to contribute. We developed methods of mining
these patch contributions from mailing lists and determining
if they were accepted to the project, even in the presence of
edits to the patches prior to applying them to the source code
repository [11]. This data was valuable in a subsequent study
on OSS project immigration phenomena [12].

III. SOCIOTECHNICAL DYNAMICS

Having developed mining techniques and mined communi-
cation data along with software repository data, we were able
to conduct a number of empirical studies to answer questions
that we and others have posed regarding how OSS projects
actually work. We highlight our key results here.

A. How are social interaction and development behavior
related?

As an activity that involves hundreds and in some cases, thou-
sands of people, we believe that OSS project development is an
inherently social process. To investigate this belief, we gathered
both social (mailing list) and technical (source code repository)
historical data. We used social network analysis to identify the
key participants in the communication social network in apache
using betweenness centrality, a global measure of network
topological importance and degree centrality, a more local
measure [10], [9], and quantitively examined the relationship
between these measures and development behavior. Figure 1
shows a social network from Apache that is derived only of
participants that send at least 150 messages. In a network this
small, it is easy to identify the important participants, but the
Apache mailing list has hundreds of participants.

We used standard statistical analysis, and details can be
found in the original paper [9]. In short, we did find a strong
relationship between development behavior and the level of
importance that participants have in the social network.

In this study we found that:
• Participants who are core developers (have write access to

the project repository) have positions of higher importance
in the project social network than others.

• Both measures of network topological importance show
a strong positive relationship with development activity.
Developers who act as information brokers tend to be
those that contribute the most.

• Betweenness centrality, a measure of global importance,
is a better indicator of development behavior than degree
centrality.

• There is a much lower correlation between documentation
changes and social network importance than between
source code changes and social network importance.
Documentation contributors do not coordinate with others
at a high level.
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Figure 1: Pruned Social Network of Apache Emailers (Each
link indicates at least 150 messages sent, or replied-to).

B. How does a project newcomer become a core developer?
Each OSS project has a core team of developers who have

the authority to commit changes to the repository; this team
is the elite core of the project, selected through a meritocratic
process from a larger number of people who participate on the
mailing list. Understanding the factors that influence the “who,
how and when” of this process is critical for the sustainability
of OSS projects and for outside stakeholders who want to gain
entry and succeed. Prior research indicates that certain types of
behaviors, such as the duration and intensity of participation on
the developer mailing list, and the submission of patches, play
a role in immigration [13], [14], [15]. However, this work has
largely been qualitative and/or descriptive. We used quantitative
hazard rate modeling, which supports the statistical testing of
hypotheses concerning the influence of these factors on the rate
of immigration [12]. We developed a theory of open source
project joining, and used data from Postgres, Python, and the
Apache web server to statistically evaluate this theory using a
piecewise-constant proportional hazard rate model. Quantitative
modeling reveals variations across the projects in the effects
of a participant’s a) duration in an OSS community; b) their
volume of patch submission; and c) and their social status.
These variations can be attributed to differences across the
projects in institutional norms for joining, technical complexity
of the projects and governance mechanisms.

In both Apache and Postgres, the statistical models supported
the hypothesis that the rate of promotion to core developer
first increases, and then decreases with tenure time (see
Figure 2). In all three cases, the data, when plotted, shows
this trend; however, in Python the results are not statistically
significant. The difference may be due to the centralized
community structure and more ad hoc immigration policies in
this monarchist project or could be attributable to the calendar
duration of the projects: Python is 4 years younger than both
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Figure 2: Fitted hazard rate for immigration events (promotions
to core developer) in postgres by project membership time in
years. Note an initial peak around 1 year followed by a drop-off.

Apache and Postgres; perhaps the community’s reaction to
newcomers is still evolving.

In Python and Postgres, prior history of patch submission
has a significant effect positive effect. The effect is positive
and within the same order of magnitude, but not statistically
significant in Apache. We thus conclude that demonstrated skill
level via patch submission plays an important role in Python
and Postgres, but results are inconclusive in Apache. The effect
in Python is especially strong. This is consistent with stated
institutional norms of the Python project, which emphasize
display of skills through patch submissions and other technical
contributions as a way of gaining status.

The social network measure, indegree, which is a measure of
the breadth of response to an individual, and thus status within
the community also had a significant effect on immigration,
although the effect is moderate. This is especially interesting
given the varied governance structures and levels of formality
with regard to the immigration process in the projects. The
effect of social network status is specially strong in Postgres,
reflecting Josh Berkus’s description [3] of Postgres as a
community project, where decisions are made communally.
Still, the significance in all projects indicates a phenomenon
that may generalize well to a significant portion of other OSS
projects.

C. Are OSS communities haphazard and “bazaar” like or are
they more organized?

Commercial software project managers design project or-
ganizational structure carefully, mindful of available skills,
division of labour, geographical boundaries, etc. We contrasted
these organizational “cathedrals” with the “bazaar-like” nature
of Open Source Software (OSS) Projects, which have no
pre-designed organizational structure (referencing Raymond’s
famous essay [7]. Any structure that exists is dynamic, self-
organizing, latent, and usually not explicitly stated. Still, in
large, complex, successful, OSS projects, we do expect that
subcommunities will form spontaneously within the developer
teams. Studying these subcommunities, and their behavior
can shed light on how successful OSS projects self-organize.
This phenomenon could well hold important lessons for how
commercial software teams might be organized. Building on
known well-established techniques for detecting community
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We propose and study a set of algorithms for discovering community structure in networks—natural divi-

sions of network nodes into densely connected subgroups. Our algorithms all share two definitive features:

first, they involve iterative removal of edges from the network to split it into communities, the edges removed

being identified using any one of a number of possible ‘‘betweenness’’ measures, and second, these measures

are, crucially, recalculated after each removal. We also propose a measure for the strength of the community

structure found by our algorithms, which gives us an objective metric for choosing the number of communities

into which a network should be divided. We demonstrate that our algorithms are highly effective at discovering

community structure in both computer-generated and real-world network data, and show how they can be used

to shed light on the sometimes dauntingly complex structure of networked systems.
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I. INTRODUCTION

Empirical studies and theoretical modeling of networks

have been the subject of a large body of recent research in

statistical physics and applied mathematics #1–4$. Network
ideas have been applied with success to topics as diverse as
the Internet and the world wide web #5–7$, epidemiology
#8–11$, scientific citation and collaboration #12,13$, metabo-
lism #14,15$, and ecosystems #16,17$, to name but a few. A
property that seems to be common to many networks is com-
munity structure, the division of network nodes into groups
within which the network connections are dense, but be-
tween which they are sparser—see Fig. 1. The ability to find
and analyze such groups can provide invaluable help in un-
derstanding and visualizing the structure of networks. In this
paper, we show how this can be achieved.
The study of community structure in networks has a long

history. It is closely related to the ideas of graph partitioning
in graph theory and computer science, and hierarchical clus-
tering in sociology #18,19$. Before presenting our own find-
ings, it is worth reviewing some of this preceding work to
understand its achievements and shortcomings.
Graph partitioning is a problem that arises in, for ex-

ample, parallel computing. Suppose we have a number n of
intercommunicating computer processes, which we wish to
distribute over a number g of computer processors. Processes
do not necessarily need to communicate with all others, and
the pattern of required communications can be represented as
a graph or network in which the vertices represent processes
and edges join process pairs that need to communicate. The
problem is to allocate the processes to processors in such a
way as roughly to balance the load on each processor, while
at the same time minimizing the number of edges that run
between processors, so that the amount of interprocessor
communication !which is normally slow" is minimized. In
general, finding an exact solution to a partitioning task of this
kind is believed to be an NP-hard problem, making it pro-
hibitively difficult to solve exactly for large graphs, but a
wide variety of heuristic algorithms have been developed

that give acceptably good solutions in many cases, the best
known being perhaps the Kernighan-Lin algorithm #20$,
which runs in time O(n3) on sparse graphs.
A solution to the graph partitioning problem is, however,

not particularly helpful for analyzing and understanding net-
works in general. If we merely want to find if and how a
given network breaks down into communities, we probably
do not know how many such communities there are going to
be, and there is no reason why they should be roughly the
same size. Furthermore, the number of intercommunity
edges need not be strictly minimized either, since more such
edges are admissible between large communities than be-
tween small ones.
As far as our goals in this paper are concerned, a more

useful approach is that taken by social network analysis with
the set of techniques known as hierarchical clustering. These
techniques are aimed at discovering natural divisions of !so-
cial" networks into groups, based on various metrics of simi-
larity or strength of connection between vertices. They fall
into two broad classes, agglomerative and divisive #19$, de-
pending on whether they focus on the addition or removal of
edges to or from the network. In an agglomerative method,
similarities are calculated by one method or another between
vertex pairs, and edges are then added to an initially empty

FIG. 1. A small network with community structure of the type

considered in this paper. In this case there are three communities,

denoted by the dashed circles, which have dense internal links but

between which there is only a lower density of external links.
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Figure 3: An example of community structure within an email
social network.

structure in complex networks [16], we extracted and studied
latent subcommunities from the email social network of several
projects: Apache HTTPD, Python, PostgresSQL, Perl, and
Apache ANT [17]. We then validated them with software
development activity history.

We found clear subcommunities (teams) in all of the projects
studied. These became even more clearly delineated when
constraining the communication that we used in our analysis to
messages directly mentioning product topics, viz., emails that
specifically name actual code artifacts. These communications
require more technical expertise and are separate from messages
that discuss more broadly accessible topics such as release
schedules and project-wide policies (we term these “process”
messages).

In four of the five projects, developers worked together on
the same file with people in their own subcommunity much
more often than people in others on average. This indicates
that the communication behavior is tied to their collaborative
development activities.

We also examined the development and communication
activities of people in the groups identified to see if they
were in fact working together on common tasks. Due to the
sheer number of groups identified over the life of all five
projects, a comprehensive manual inspection was not possible.
However, we randomly sampled and found that the groups’
activities reflected focused efforts towards specific goals. We
refer the reader to our original study for details on these case
studies [12].

IV. RELATIONSHIP WITH QUALITY

A. Can social and technical relationships help identify failure
prone components?

Studies have shown that social factors in development orga-
nizations have a dramatic effect on software quality [18], [19],
[20]. Separately, program dependency information has also
been used successfully to predict which software components
are more fault prone. Interestingly, the influence of these two
phenomena have only been studied in isolation.

Intuition and practical experience suggests, however, that
task assignment (i.e. who worked on which components and
how much) and dependency structure (which components have
dependencies on others) together interact to influence the
quality of the resulting software. We argue that these forms of
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Figure 4: An example sociotechnical network. Circles are com-
ponents and solid lines, dependency relationships. Rectangles
are developers and dashed lines represent contributions made.

information should be used together. The intuition behind our
approach is that software components may be related through
important but different types of relationships. By aggregating
these relationships our ability to predict failures will increase.
We do this in two ways.

We studied the influence of combined socio-technical
software networks on the fault-proneness of individual software
components within a system [21]. An example of an socio-
technical network is shown in Figure 4. The network properties
of a software component in this combined network were able to
predict if an entity is failure prone with greater accuracy than
prior methods which use dependency or contribution informa-
tion in isolation. We evaluated our approach in different settings
by logistic regression defect prediction models on Windows
Vista and across six releases of the ECLIPSE development
environment including using models built from one release
to predict failure prone components in the next release. We
compared this to previous work. Results of our empirical study
showed a strong correlation between the centrality of software
components and the number of post-release failures. In every
case, our method performed as well or better and was able to
more accurately identify those software components that have
more post-release

B. What is the affect of distributed development on software
quality?

Existing literature on distributed development in software
engineering, and other fields discuss various challenges, in-
cluding cultural barriers, expertise transfer difficulties, and
communication and coordination overhead [22], [23], [24],
[25], [26]. Conventional wisdom, in fact, holds that distributed
software development is riskier and more challenging than
collocated development. While there are studies that have
examined the delay associated with distributed development
and the direct causes for them [27], there has been much
less attention (See e.g., [28]) to the effect of distributed
development on software quality in terms of post-release
failures. We evaluate this belief, empirically studying the overall
development of Windows Vista [29] as well as FIREFOX
and ECLIPSE [30] comparing the post-release failures of
components that were developed in a distributed fashion with
those that were developed by collocated teams.



In Vista, we found a negligible difference in failures [29].
This difference becomes even less significant when controlling
for the number of developers working on a binary. Furthermore,
we also found that component characteristics (such as code
churn, complexity, dependency information, and test code
coverage) differ very little between distributed and collocated
components. Based on discussions with stakeholders, and the
software process used during the Vista development cycle, we
enumerated certain practices in place that may have mitigated
some of the difficulties of distributed development.

We identified the top contributors that made 95% of the
changes over multiple major releases of FIREFOX and ECLIPSE
and determined their geographic locations and organizational
affiliations [30] We found that FIREFOX is both organizationally
and geographically distributed with over a third of its compo-
nents receiving major contributions from developers on different
continents. Although over half of contributions come from the
California bay area (San Francisco and surrounding region),
these come from a myriad of commercial organizations such
as Google, Intel, and Red Hat. Interestingly, components that
are highly distributed have no more defects than those that are
not. In contrast, We found that ECLIPSE does not fit the typical
open source project profile. ECLIPSE is directed and developed
largely by one company; with IBM making 96% of the total
commits (49% coming from one lab in Ottawa, Canada). It
is also not largely distributed as 85% of the plugins can trace
3
4 of the commits to one development site. Further, software
components in ECLIPSE that are geographically distributed
have far more post-release bugs than those whose changes
originate primarily at one site.

Although we have only studied three projects in depth
(Vista, FIREFOX, and ECLIPSE), based on our findings and
also discussions with managers and developers involved in
geographically distributed development, we have developed a
theory regarding quality:

Software projects which have many distributed components
will put measures in place to deal with the associated difficulties
of distribution, thus mitigating the effect of such barriers on
quality. In contrast, projects which are largely collocated lack
such processes and policies, and the few distributed components
will suffer greatly in terms of quality

C. Does ownership and expertise affect software quality?

Ownership is a key aspect of large-scale software de-
velopment. We examined the relationship between different
ownership measures and software faults/failures in three
large software projects drawn from different process domains:
Windows Vista, Windows 7, the ECLIPSE Java IDE, and the
FIREFOX Web Browser. We found that in all cases, different
measures of ownership such as the number of low-expertise
developers, and the proportion of ownership for the top owner
have a relationship with both pre-release faults and post-
release failures [31]. However, we find that the strength of the
effects is related to the development process used. Vista shows
the strongest relationship with ownership level, followed by
ECLIPSE, and then Firefox, suggesting that the more that a
project uses an open source style process, the more that team

sizes rather than ownership levels affect to failures.
We evaluated three measures of ownership by examining

their effects when controlling for code metrics known to have a
relationship with failures: size, complexity, and churn. We use
ownership as a proxy for expertise as followed by others [32],
[33], [34] and evaluate the hypothesis that more changes by
those with low expertise leads to more failures [35].

For each component we count the number of contributions
and divide the proportion of total contributions down by
contributing developer. Thus if foo.dll had 100 changes
made and Clara made 40 of those changes, Clara’s ownership
of foo.dll is 40%

Ownership: The ownership of the top contributing developer for
a particular software component is considered the ownership
of the component. Higher ownership means that more commits
were made by a developer with expertise.

Minor Contributor: A developer who has made changes to a
component, but who made less than 5% of the commits to a
particular component has low expertise. 1.

Major Contributor: A developer who has made changes to a
component and whose ownership is at or above 5% is a major
contributor to the component and has a non-trivial amount of
experience with the component.

After accounting for size, complexity, and code churn, there
was a clear trend of ownership having a stronger relationship
to failures in Vista and 7 than in ECLIPSE and stronger in
ECLIPSE than FIREFOX. More minor contributors means more
failures and a higher level of component ownership leads to
fewer failures in all cases. In addition, across all projects, the
effect of major contributors on quality was weak and often not
statistically significant, indicating that the number of higher-
expertise contributors has little effect on quality. In the context
of Windows, where formal ownership policies are in place, the
violation or adherence to such policies had a strong effect on
software quality. In the two projects without such policies, we
see an effect, but it is clearly not as strong.

In a deeper investigation into Windows, the project where the
effect was the strongest, we found that 52% of the components
had minor contributors who were major contributors to other
components that the original had a dependency with. Thus,
one common reason that a developer is a minor contributor to
a component is that he is a major contributor to a depending
component.

The major benefit of these findings is that this is an
actionable result. For organizations where ownership has a
strong relationship with defects (which should be easy to
identify by replicating our lightweight analysis), we present
the following recommendations. These are currently being
evaluated at Microsoft.

1. Changes made by minor contributors should be reviewed
with more scrutiny.

2. Potential minor contributors should communicate desired
changes to developers experienced with the respective binary.

1 A sensitivity analysis with threshold values ranging from 2% to 10%
yielded similar results.



3. Components with low ownership should be given priority
by QA resources.

V. CONCLUSION

These results have begun to shed light on how large,
successful open source projects are able to coordinate their
work. In some cases, we have been able to compare projects
from open source and commercial domains. However, like all
research, these findings raise additional questions.

How well do these results generalize? What tools or
processes can enhance coordination and communication in these
projects? As the lines between open source and commercial
projects blur (e.g. consider how much open source code ships
on Cisco routers these days), what additional coordination
mechanisms will be needed and how will OSS projects, or
the consumers of OSS projects cope? Clearly, as the software
process landscape changes, so do the pertinent questions that
need to be addressed.
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